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ABSTRACT: 1,3-Dimethylimidazolium-2-carboxylate 1 is stable
in both pure water and pure acetonitrile. However, in mixtures of
the two solvents, this compound suffers a rapid decarboxylation/
protonaton reaction, forming 1,3-dimethylimidazolium cation 2. A
series of kinetic and mechanistic experiments, along with DFT
calculations, were carried out to understand the mechanism of this
process and to elucidate the role of solvation on the stability of 1.
These findings demonstrate that the decomposition process is a
reversible decarboxylation forming the corresponding N-hetero-
cyclic carbene (1,3-dimethylimidazolylidene, 3), followed by a
rapid protonation of 3 by water or other protic species. The length
and strength of the C−C bond between in the imidazolium ring
and the carboxylate group (denoted CNHC−CO2) of 1 is remarkably dependent on the polarity of the solvent. Density functional
theory (DFT) calculations predict a ca. 20 kcal/mol change in the barrier to decarboxylation in going from the gas phase to
(SMD-simulated) water. Thus, addition of water has two effects on the stability of 1. At low concentrations, it provides a proton
source for the trapping of the carbene 3 and accelerates decomposition. At higher concentrations, it increases the polarity of the
medium. slowing the decarboxylation process and likewise the overall decomposition rate.

■ INTRODUCTION

Concern over the impact of carbon dioxide and its role in climate
change has motivated efforts to search for new ways to mitigate
the release of this greenhouse gas into the atmosphere. One
strategy known as carbon capture and storage (CCS)1,2 entails
developing materials or reagents that can reversibly bind to CO2,
either for long-term storage or in conjunction with chemical
reagents that could render CO2 into useful chemicals and/or
fuels.3 A variety of materials including metal organic frame-
works,4 polyamine adsorbent materials,5,6 frustrated Lewis
pairs,7−9 and ionic liquids10 have been examined as possible
CCS reagents. The current study focuses on N-heterocyclic
carbenes (NHCs) and their addition to CO2 to yield stable
zwitterionic imidazolium-2-carboxylates (NHC−CO2) (Figure
1).
The first report of the isolation of these species came when

Kuhn and co-workers reported the addition of 1,3-diisopropyl-
4,5-dimethylimidazolylidene to carbon dioxide to give an air-

stable NHC−CO2.
11 Since then, these species have seen use as

precursors for NHCs, as organocatalysts for carbonate syn-
thesis,12,13 and as agents for ligand transfer to transition
metals.14−16 NHC−CO2 have also been used as CO2-transfer
reagents,17−20 and some mechanistic studies have been carried
out on them.21,22 Additionally, computational work has shown
that substituent effects on the imidazolium ring can dramatically
impact the binding energy to CO2 in the gas phase.23

Imidazolium-2-carboxylates are generally poorly soluble in
organic solvents such as THF, MeCN, and CH2Cl2 unless
tetraphenylborate salts are added.24 In contrast, 1,3-dimethyli-
midazolium-2-carboxylate 1 exhibits good solubility in H2O.
While it is clear that NHC carboxylation is a reversible process,

there is some ambiguity regarding the stability of these adducts
under various conditions. For example, Taton et al. report rapid
conversion of NHC−CO2 species to the corresponding
imidazolium cation and hydrogen carbonate in organic solvents
upon addition of water.21 On the other hand, Crabtree et al.
report NMR characterization of these species in aqueous
solution.15 In the course of some photochemical studies
(which will be reported elsewhere), we likewise found that
NHC−CO2 was stable in rigorously anhydrous CH3CN as well
as in neat H2O but that it decomposed rapidly in mixed CH3CN/
H2O solvent systems. In order to understand this apparently
anomalous solvent dependence we undertook a series of
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Figure 1. Structures of N-heterocyclic carbenes (NHC) and
imidazolium 2-carboxylates (NHC−CO2).
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experimental and computational studies on the decomposition
process of 1 (Scheme 1). The findings, described below, show

that the rate of decarboxylation of 1 is strongly dependent on the
polarity of the medium, being rapid in nonpolar solvents and
slow in more polar media. However, in the absence of a strong
proton donor, this decarboxylation process is reversible and, to
the extent protic species are excluded, leads to no net conversion
of starting materials. Computational studies at the DFT level
using the SMD implicit solvation model attribute this stability to
the degree of zwitterionic character. Polar solvents favor a shorter
stronger CNHC−CO2 and a higher degree of charge separation
between the imidazolium and carboxylate. In the gas phase and
nonpolar solvents this bond lengthens and weakens accom-
panied by reduced charge separation.

■ RESULTS AND DISCUSSION
1,3-Dimethylimidazolium-carboxylate 1 was prepared by heating
a mixture of 1-methylimidazole and dimethyl carbonate in a
sealed tube as described previously.25 In D2O this material shows
1H and 13C NMR spectra consistent with previous reports.
Despite limited solubility it was also possible to characterize the
1H NMR spectrum of this species in CD3CN. In this solvent, 1
appears to be indefinitely stable, showing only minor (see the
Supporting Information) decomposition over 58 h. However,
when a small drop of D2O is added to the CD3CN solution, the
signals for 1 are rapidly and cleanly replaced by those for the 1,3-
dimethylimidazolium cation 2, while no other significant
products could be detected in the 1H NMR spectrum.
This decomposition reaction could also be monitored by UV−

vis spectroscopy. Under the solvent conditions below,
carboxylate 1 shows a λmax ca. 227 nm and the product,
imidazolium cation has a λmax ca. 211 nm. As shown in (Figure 2,
top) the reactant, 1 converts cleanly to the product 2 with an
isosbestic point near 211 nm. The decay, followed at 240 nm, fits
to an apparent first order rate law in several cases that we
examined in detail (Figure 2, bottom). For the purposes of
comparing rate behavior, however, the rate constants in Tables
1−3 and 7 were determined by the initial rate method.
The rate of decomposition of 1 was monitored in various

mixtures of water and an organic solvent (1,4-dioxane,
acetonitrile, methanol). The data, listed in Table 1, show a
correlation between the amount of water and the rate constant
for decomposition. Increasing water reduces the rate of

decomposition in each solvent examined. As illustrated in Figure
3, the rate constants in 1,4-dioxane/H2O mixtures are
dramatically reduced over the range of 0−10% H2O and then
show smaller variation at higher concentrations. Likewise, at a
given water concentration, the rate constant for decomposition
depends on the polarity of the solvent, being slowest in the most
polar solvent studied, CH3OH, and fastest in the least polar
solvent, 1,4-dioxane, with CH3CN providing intermediate
values.
While the data noted above establish a robust trend for

increasing stability with increasing solvent polarity, the stability
of 1 in pure organic solvents, such as CH3CN is less clear. Given
that the product includes a proton in addition to the loss of
carbon dioxide, one plausible mechanism would be a concerted
protonation/decarboxylation (Scheme 1a). In that case the
decomposition rate would be dependent on the concentration
and strength of the proton donor. A stepwise mechanism
involving irreversible decarboxylation followed by protonation
(Scheme 1b, where k−1 is negligible) would be expected to show
decomposition rates that are independent of the concentration
or strength of the proton source. In that case, decomposition in
pure acetonitrile would be faster (due to the lower polarity) than
what is observed in CH3CN/H2O mixtures. Finally, a reversible
stepwise mechanism would show dependence on water (or more
generally any proton donor) at low concentrations. However, at
high concentrations of water, decarboxylation would become
rate limiting, and the effect of additional water would be to alter
the polarity of the medium.
The following experiments cause us to favor the latter,

stepwise reversible mechanism.

Scheme 1. Concerted and Stepwise Possible Mechanisms for
the Decomposition of 1 in Binary Solvent Mixtures

Figure 2. UV−vis absorption spectrum at varying times following
addition of 1 to CH3CN with 10% H2O (top). Time-dependent
decomposition of 1 in 5% H2O in MeCN monitored at 240 nm with
first-order rate plot (bottom).

The Journal of Organic Chemistry Featured Article

dx.doi.org/10.1021/jo5007575 | J. Org. Chem. 2014, 79, 4293−42994294



(1) Exchange of labeled CO2 into 1. In this experiment,
CD3CN solutions of 1 were purged with natural
abundance CO2 or 13CO2 for 20 min and then 13C
NMR spectra were acquired for both solutions. Both
solutions showmostly recovered 1 accompanied byHCO3

and some trace imidazolium ion. However, the solution
treated with 13CO2 shows a dramatic increase in the
carboxylate 13C resonance for 1 at 155.9 ppm (Figure 4),
confirming that the labeled CO2 exchanged with the
unlabeled carboxyl group and would be consistent with
either of the reversible mechanisms shown in Scheme 1.
However, this exchange result combined with the slowing

of the decomposition rate at high water concentrations
causes us to favor the reversible, stepwise mechanism
shown in Scheme 1b.

(2) Inhibition of decomposition by CO2. Rate constants listed
in Table 3 were obtained in solutions that were saturated
with CO2 and can be compared with those in Table 1. In
each solvent and water concentrations of 5−10%
examined there is a modest, but consistent, decrease in
the overall rate constant as would be expected for the
stepwise reversible process. Mechanisms involving con-
certed protonation/decarboxylation or irreversible decar-
boxylation would show no rate dependence on added
CO2.

(3) H/D kinetic isotope effects. An irreversible decarbox-
ylation followed by rapid protonation would be expected
to show identical decomposition rate constants in D2O
and H2O. A concerted protonation/decarboxylation
mechanism should show a primary kinetic isotope effect.
The reversible, stepwise mechanism is expected to show a
primary isotope effect at low water concentrations, where
proton/deuterium transfer is rate limiting and then a
transition to no isotope effect at high water concen-
trations, where decarboxylation is rate limiting. As shown
in Table 2, kH/kD of 1.33 is observed in 5% H2O/D2O in
dioxane, and this diminishes to 1.08 in 20% H2O/D2O.

(4) Partial decay of 1 with trace amounts of H2O. The results
of these three experiments motivated a closer examination
of the behavior of 1 in nominally anhydrous CH3CN.
Specifically, a dilute solution of 1 was prepared in CH3CN
that had been distilled from CaH2, and the UV−vis
absorption at 240 nm was monitored as a function of time.
As shown in Figure 5, this signal shows an initial decay
over a time period of ca. 4 h followed by a longer phase of
up to 13 h, where there is negligible change in the signal.
This behavior is consistent with decarboxylation followed
by protonation by the residual water (CH3CN is very
difficult to completely dry). Once the water is consumed,
the carbene 3 forms reversibly and there is no net change
in composition. It is possible that 3 (conjugate acid pKa ca.
23.0)26 slowly deprotonates CH3CN (pKa = 25.0) In fact,
Louie et al. have described such reactions from a related
carbene.24 Such processes would result in the decom-
position of 1 over a much longer time scale than what was
examined in the current study.

Table 1. Decomposition Rate Constants (s−1) for 1 in Various Solvent Mixtures

% H2O 1,4-dioxane acetonitrile methanol

3.0 (3.32 ± 0.09) × 10−2 (3.67 ± 0.83) × 10−3 (1.37 ± 0.25) × 10−4

5.0 (2.18 ± 0.12) × 10−2 (1.04 ± 0.25) × 10−3 (8.84 ± 0.45) × 10−5

10.0 (3.12 ± 0.24) × 10−3 (2.48 ± 0.30) × 10−4 (4.00 ± 0.42) × 10−5

15.0 (6.83 ± 0.13) × 10−4 (9.00 ± 0.57) × 10−5 (1.33 ± 0.72) × 10−5

20.0 (2.57 ± 0.17) × 10−4 (4.43 ± 0.31) × 10−5 (6.22 ± 0.67) × 10−6

Figure 3. Average initial rate constants (s−1) for the decomposition of 1
in 1,4-dioxane/H2O mixtures measured at 240 nm.

Figure 4. 13C NMR spectra from 1 dissolved in CD3CN after purging
with (a) unlabeled CO2 and (b) 13C-labeled CO2.

Table 2. Decomposition Rate Constants (s−1) for 1 in 1,4-
Dioxane/D2O Solvent Mixtures

% D2O 1,4-dioxane kH/kD

5.0 (1.64 ± 0.65) × 10−2 1.33
10.0 (2.41 ± 0.05) × 10−3 1.29
15.0 (5.90 ± 0.03) × 10−4 1.16
20.0 (2.37 ± 0.04) × 10−4 1.08
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The reversible, stepwise mechanism supported by experiments
1−4 above accounts for the stability of 1 in aprotic media.
However, it does not directly explain the stability of 1 in water,
and more generally, in polar solvents. To this end, DFT
calculations were used to characterize the structure of 1 and its
transition state leading to decarboxylation. For gas-phase
calculations, the structure of 1 was optimized at the B3LYP/6-
31G(d,p) level27,28 and stationary points were identified as local
minima or transition states by analysis of the calculated
vibrational frequencies. In general, these calculations provided
three stationary points: minima corresponding to structure 1, a
weakly bound molecular complex consisting of carbene 3 and
CO2, as well as a transition state connecting these two minima.
These are illustrated in Figure 6. Absent solvation, these

calculations show an elongated CNHC−CO2 bond for 1 with a
distance of 1.576 Å, which is ca. 3.8 kcal/mol below the complex.
The corresponding transition state shows a low barrier of ca. 6.4
kcal/mol.
Because the solvent polarity has a significant effect on the

stability of 1, it was important to identify an experimental
benchmark that could be used to validate possible theoretical
treatments of solvation. Therefore, the Gibbs free energy barrier
for decomposition (ΔG⧧) of 1 was experimentally characterized
by fitting the temperature dependence of the decomposition rate
kd constants for 1 in water to the Eyring equation (1). For our
purposes, the transmission coefficient, κ, was assumed to be 1.00;
kb, h, and R are, respectively, Boltzmann’s constant, Planck’s
constant, and the gas constant. The results of this analysis, shown
in Figure 7 provide an experimental value of ΔG⧧ = 24.9 kcal/

mol. This barrier was then modeled by carrying out calculations
on 1, the 3/CO2 complex, and the corresponding transition state
using various implicit solvation models. The results are
summarized in Table 4.

κ
= Δ ⧧k

k T
h

G RTexp[ / ]d
b

(1)

The SMD implicit solvation model developed by Truhlar and
Cramer29 predicts 25.1 kcal/mol and shows excellent agreement
with the experimental barrier. It was therefore used for the more

Table 3. Decomposition Rate Constants (s−1) for 1 in Various Solvent Mixtures Purged with CO2

% H2O 1,4-dioxane acetonitrile methanol

5.0 (1.94 ± 0.07) × 10−2 (8.14 ± 0.23) × 10−4 (6.60 ± 0.20) × 10−5

10.0 (2.05 ± 0.15) × 10−3 (1.87 ± 0.05) × 10−4 (3.03 ± 0.38) × 10−5

15.0 (6.31 ± 0.50) × 10−4 (8.16 ± 0.51) × 10−5 (1.28 ± 0.12) × 10−5

Figure 5.Time dependence of 240 nm absorption for 1 in nominally dry
CH3CN.

Figure 6. Structures derived from DFT optimizations on 1 (a, d), 1⧧

(b,e), and 3/CO2 (c, f) in the gas phase (a−c) and water (d−f), as
simulated using the SMD implicit solvation model. The shaded
isosurfaces are representations of the molecular electrostatic potential,
where dark blue denotes positive charge (+0.092) and dark red denotes
negative charge (−0.092).

Figure 7. Eyring analysis of the temperature dependence (T, in K) for
the decomposition rate constants for 1 (k, in s−1) in H2O.

Table 4. Comparison of Computed Gibbs Free Energy
Barriers for Decarboxylation of 1 Using Various Implicit
Solvation Models and Experiment

model/expt ΔG⧧ (kcal/mol)

SMDa 25.1
CPCMb 16.1
IEF-PCMc 16.0
PCMd 16.0
expt 24.9 ± 0.28

aReference 29. bReferences 30 and 31. cReference 32. dReferences 33
and 34.
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detailed studies described below. Other implicit models faired far
worse. For example, the IEF-PCM algorithm (the default model
in the Gaussian09 package) differed by more than 10 kcal/mol
from the experimental value.
Table 5 illustrates selected geometric parameters, dissociation

free energies (ΔG0 defined as the difference between 1 and the
3/CO2 complex), and activation free energies (ΔG⧧) predicted
for 1 in various solvents calculated using B3LYP/6-31G(d,p)/
SMD. As with the experimental data, there is a dramatic
dependence on the solvent polarity. For example, the activation
free energy increases by nearly 20 kcal/mol in going from the gas
phase to water. In fact, Figure 8 shows a clear linear free energy

relationship between the calculatedΔG⧧ and Reichardt’s ET(30)
solvation parameter.35,36 This weakening of the CNHC−CO2
bond is also reflected in the change in length of the
corresponding bond distance, which diminishes from 1.576 Å
in the gas phase to 1.522 Å in aqueous solution. Interestingly, the
dipole moment of 1 is predicted to increase, despite the shorter
bond distance. It is also notable that the transition state CNHC−
CO2 bond distances (CNHC−CO2

⧧) tend to increase with
increasing solvent polarity. This trend reflects the product-like
transition states associated with these increasingly endergonic
reactions as would be expected on the basis of the Hammond
postulate.
In considering the structure of 1, it appears that CNHC−CO2

bond formation is accompanied by increasing charge transfer to
the CO2 group. The effect of increasing solvent polarity is to
favor a shorter, stronger, and more polarized bond. Figure 6
illustrates this point through a visualization of ESP on the
structure of 1 optimized in the gas phase and in aqueous solution.
The latter shows a significantly increased accumulation of
negative charge on the CO2 group compared with the gas-phase

structure. Also illustrated are ESP surfaces for the corresponding
transition states. In both cases, scission of the CNHC−CO2 bond
is accompanied by a diminishment of charge separation and thus
should be favored in less polar solvents.
The explanation whereby of increasing carboxyl group charge

leading to a stronger CNHC−CO2 bond lead us to examine other
methods for strengthening this bond. Specifically, it was reasoned
that binding a Lewis acid, in the form of a cation, to the
carboxylate group would have an effect of stabilizing 1 relative to
decarboxylation and protonation. This prediction was tested
both computationally and experimentally. Table 6 compares the

effect of various cations (Li+, Na+, K+, Mg2+ on the calculated
CNHC−CO2 bond distances in H2O. In each case there is a
substantial reduction in the CNHC−CO2 bond distance relative to
the uncomplexed 1 in the H2O (1.522 Å) or the gas phase (1.576
Å). The most substantial decrease was with magnesium dication
(1.473 Å).
The effect a cation would have on the decomposition rate of 1

was also probed. Our initial thinking was that the cation binding
to the carboxylate moiety would decrease the rate of
decarboxylation. The results are outlined in Table 7 as initial
rates of decomposition were acquired in 1,4-dioxane/water
solutions. We used higher water concentrations to allow for
increased concentrations of the added chloride salts. Again, we
observe a similar trend as witnessed in Table 1, that is, with
increasing water concentrations the slower the rate of
decomposition. However, we did observe a decrease in the rate
with added salts versus no addition of salts at 20% water in 1,4-
dioxane. Though the size of the cation (Li+, Na+, K+) did not have
much of an effect on the rate of decomposition, we did observe
around a 22% decrease in the rate with lithium chloride as
opposed to no salt. An even greater effect could be seen with the
more electropositive magnesium cation as a 39% decrease in the
rate of decomposition was observed.

■ CONCLUSIONS
The experimental kinetic studies along with DFT calculations
show that solvent polarity has a dramatic effect on the stability of

Table 5. Selected Geometric Parameters, Dipole Moments (D), and Free Energies, Computed for 1 and 1⧧ Using the B3LYP/6-
31G(d,p) and the SMD Implicit Solvation Model

solvent ET(30) value CNHC−CO2 (Å) CO2 ∠ (deg) D ΔG⧧ (kcal/mol) CNHC−CO2
‡ (Å) ΔG0 (kcal/mol) D⧧

Gas 27.1 1.576 133.7 9.13 6.37 2.310 3.83 5.14
1,4-dioxane 36.0 1.568 132.0 10.3 10.2 2.438 9.26 5.17
THF 37.4 1.554 132.0 11.2 14.7 2.495 13.0 5.40
CH2Cl2 40.7 1.555 130.7 11.6 15.3 2.519 13.9 5.33
MeCN 45.6 1.541 131.1 12.0 17.0 2.513 14.7 5.57
1-decanol 47.7 1.538 129.9 12.3 20.3 2.591 19.4 5.06
EtOH 51.9 1.528 129.5 13.0 22.0 2.551 21.0 5.54
MeOH 55.4 1.530 129.1 13.1 23.8 2.592 22.2 5.36
H2O 63.1 1.522 128.8 13.4 25.1 2.792 24.4 4.59

Figure 8. Linear free energy relationship between the calculated ΔG⧧

and Reichardt’s ET(30) solvation parameter.

Table 6. Selected Geometric Parameters Computed for 1 with
Cations Using B3LYP/6-31G(d,p) and the SMD Implicit
Solvation Model

cation CNHC−CO2 (Å) CO2 ∠ (deg)

Li+ 1.508 125.8
Na+ 1.501 125.8
K+ 1.511 127.5
Mg2+ 1.473 120.4

The Journal of Organic Chemistry Featured Article

dx.doi.org/10.1021/jo5007575 | J. Org. Chem. 2014, 79, 4293−42994297



NHC−CO2 complexes. For example, the Gibbs free energy for
binding of CO2 to carbene 3 ranges from ca. 4 kcal/mol in the gas
phase to 24 kcal/mol in water. As seen in the simple valence bond
representation, bond formation between NHCs and CO2 is
accompanied by charge transfer from the carbene to the
carboxylate substituent. Polar solvents favor shorter and stronger
CNHC−CO2 bonds, whereas nonpolar solvents favor longer and
weaker CNHC−CO2 bonds. The ability to optimize CO2 binding
energies either through solvent, as shown in this study, and/or
substituents, as shown in previous work, can be applied to the
development of CO2 reduction catalysts.

■ EXPERIMENTAL SECTION
Kinetic Studies. Decomposition initial rate constants of 1 were

measured bymonitoring the decrease in absorbance at 240 nm over time
by UV−vis in a 1 cm quartz cuvette capped with a septum that was oven-
dried prior to use. HPLC-grade water, methanol, and acetonitrile were
used. The acetonitrile was distilled over CaH2 and stored with 4 Å
molecular sieves. Spectrophotometric grade 1,4-dioxane was used to
minimize any absorbance overlap at 240 nm. The concentration of 1 in
the kinetic studies ranged ca. 0.2−0.4 mM. Initial rate constants of
decomposition are expressed in s−1, and the average of 3 runs was used
to determine the reported rate constant.
DFT Calculations.Calculations were done using Gaussian 0937 with

the basis set B3LYP/6-31G(d,p)27,28 and the SMD implicit solvation
model.29 Ground-state geometries of 1 listed in Table 5 represent
optimized minima. Transition-state geometries were optimized by
QST3 following a scan calculation of the CNHC−CO2 bond (30−40
scans in 0.05 Å increments). The free energy of activation was also
calculated for 1 in water for three other implicit solvation models.
Experimental Free Energy of Activation. An Eyring plot was

used to experimentally determine the free energy of activation to
decarboxylation of 1 in water using a temperature-controlled cuvette
holder and monitoring the decrease in absorbance at 240 nm over time.
A similar concentration range was used to that of the aforementioned
kinetic studies and the average of three runs were used to determine the
rate constant at 353, 358, 363, 368 K.
Synthesis of 1,3-Dimethylimidazolium-2-Carboxylate (1). To

a 30 mL screw top pressure tube were added 1-methylimidazole (4.00
mL, 50.2 mmol) and dimethyl carbonate (6.00 mL, 71.2 mmol). The
tube was sealed and allowed to stir in an oil bath behind a blast shield for
48 h at a temperature of 95 ± 5 °C. After the allotted time, the reaction
was allowed to cool to room temperature and the screw cap was
removed. The liquid was decanted off and the remaining white crystals
were allowed to stir in diethyl ether for 30 min. The crystals were
vacuum filtered and rinsed with generous portions of diethyl ether,
acetone, and acetonitrile. The remaining white crystals were transferred
to a preweighed vial and allowed to dry under vacuum (2.14 g, 30.4%).
Reported characterization data are consistent with previously reported
results:25 1H NMR (400 MHz, D2O) δ 7.37 (s, 2H), 3.99 (s, 6H);

13C
NMR (400 MHz, D2O), δ 158.71, 140.16, 123.45, 37.14. FT-IR 1642
cm−1.
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(8) Mömming, C. M.; Otten, E.; Kehr, G.; Fröhlick, R.; Grimme, S.;
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